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lintroduction

The main information element of the UNIFY architecture is the Network Function ForwardirfgGEraph (NF
introduced in [D2.2] and refined in [D3.1]. A range of different pravetyoeptethe initial NFG definitions,
interpreted the requiremerdasd solved the problems discovered with tHedefitiion in different ways. This
resulted in an evolution into two branches, each focused on solving separate problems focaifferamd use
business modelst the time of the submission deadline offie3rain contensdrvicalecompositioscalable
orchestration algorithmscalable and resilient services, traffic steering and forwarding state, and scalabl
orchestration architeces)was ready and have been timely submitted. Htlveedescussions surrounding the
NFFG models was still ongaiith, the conclusion thmerging these different branchesdrgimgl®&~FG data

model was not possible without further evaluagngrals and cons of the different solutions. It became
increasingly clear that the best way to continue the work was to allow the models to evolve separately in diffe
prototypes and later evaluate how the different issues faced during prototypiviedvirethe different NG
modelsThe current conclusion is that both of the definitions are valid

Thetwo NFFGmodels ardocumenteih this document whichnsists of three parts: Se@idacumenting the

state of the art outside of the UNIFY project with respedt®@ mdHelling, Sect®bdocumenting aeBrice

certric NFFG model and Senticdocumenting \irtualizerbased NFFG modekinally in SectiGwe evaluate

the two different modeliraw conclusions with respect to main differences, advantages and disadvantages
either approach as well as potential roadmaps in order to cdimgblidate
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2 State of the art

2.1Topology and Orchestration Specification for Cloud Applicatib@SCA
TOSCA addresses the automation of the application deployment and management lifecycle, in a portable,

infrastructureindependent manng@rOSCA]. ComparethelUNIFWFFGthe TOSC#pecificatiofh) describes
applicatioservices, & strong in describing relaibetween service components, anav8ak in networking
description, agyer2 is not in scope whitg/&r3 service components are assuftest~FGmodelsn UNIFY
on the other hanfibcusnot on service descriptoutis strong in description forwardingayges2 bumpin-the-
wire NFs are fully in scope.

TOSCA has the approach of substitution of Abstract Node Types by Service Tregissgondédo the

high level service decomposition appiadeatin UNIFYTo match a TOSCA and a UNIFY domain, the whole UNIFY
EFAOAASFN] &35 n o\ BTO$CAl@rm n; s 5] 0kl 1 YARASUN] ] | 6bALFCT, {FEKS1FAI6 nffAR& A6 |
a cloud dmain, while the advanced service related functionality is realiZ€aSfy#ti@ementation, as shown
inFigure2.1

1~ UNIFY Users / Davelopers

SI-or
Operator
|

| | aTOSCA
[vsslfh;ﬁ?mﬂah'ﬂn R

E'E NFVO
2 E
28 Lo — i
ey ayar
= chestration S R it g TOSCA reduces application complexity
i .
E il by expressing TOSCA & rosnsemmeromine | independently from
2 i! application requirements... Portable |=— — | cloud provider
g H doud = e Capabilities...
oss| i! Application | (o) (G |
B ESs s  |[EREEY [ il i
£ b i 1 e (rooe] |
o :I ________________
g il Application Requirements
B I ¥, H
- = i TOSCA Automatic Matching ! & Optimization
- W Orchestration i !
I - 7 v
! Infrastructure Capabilitie) — -
oss| | - — -l
i UNIFY domain A ~ ~0
! Cloud =
g} Provider B
smemerard Enabling TOSCA applications to be portable to different infrastructures

Figure.1 UNIFYind TOSCGkeft side: TOSCA inUhéF Yiew. Right sidéNIFYh the TOSCA view

2.2 OpenStackHEAT

g Y A R z drohéstiaioR{EATwWas designed to automate the configuration and setup of OpenStack resources
andisthereforespecific to OpenSt§OiSheat]HEAT has a templdteven engine called HEAT Orchestration
Template (HOWhichdescribsand automatghe deployment of infrastructure. A guiH&#T Orchestration
Templatés available gpShot]while an introduction to OpenStack can be found in [D3.1].

HEAT has an aigoalingnechanisnhoweveive see various limitations compared to what we bédEYn
First of all, we need transpakeyer 2 NFs, while HEAT assumes Layer 3; adti¢i@calipg actions in HEAT
are limited to start/stop a VM.
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VAGAFO6] RG 1 fIl Al+taltnAaAOARf 1 43 Rk RthejORenStatKcoutp | 1 6 3 Ak
resource controllesupportse.g. networking aspect are not taken into account at VM PRegandinty

RAf ASFN] RGa {11 6 {103 Ak RI3hg Gpenbtick fetwdriCcdnmdides elgASRRke\ | Af | b
forwarding is not supporfdlibva Neutron}As a consequence, the shortcoming iBAdt does not support the
creation of Layef@warding ruldsetween VM$A workaround could have been setting up L2 over IP tunnelling
between VMs. Howewaty wait conditioase supportebetwea HEAT resources, e.g. VM2 is started after VM1.

To configure the tunnel endpoint in VM1, VM2 should already be up and running to get the current networking
parameter®.g. IP addreds).tunnels are possible in Unify.

We see two possible connectionsgoétween UNIFY and HEAT, as sHéguré.2 from both points of view.

In the first scenario (depicted on the left $tifuo®.2) HEAT could provide a template as input to the Service
Layer. The Service layer could then translate the HEEAiV&drchestration TemptateUNIFY NFG, if a

HEATcapable infrastrucgidomain is available and advertised as being HEAT capable. However, HEAT is missir
many important UNIFY concepts (like transport, L2 networkidgnmaurdjiand is very OpenStack specific,

In the second scenario (depicted on the rightSmlae®2) HEAT could be used to control an OpenStack
infrastructure domain under UNBO¢h an infrastructure domaguldbeaHEAT capable domaihich could
advertisavailabl®&lFausingHEAT Orchestration Templdteis could be useful because of some abstractions and
features of HEAT, e.g. -sotding. Howevtlisd S Ak {1 R3f 1 A6 6 FAkk] 1 bAsf FSR3Ik]InAa

o
’ UNIFY Users / Developers
O stor

: F ¢
3 Operator i
Service Management /
Adaptation Functions 3

Service
Layer (SL)

Heat User Interface [rosch)

I

pter (CA) ; [H

: : Heat REST API
1

AMQP

!
4

Model Processor ¢y Model Processor /g

Heat Engine #1 .. Heat Engine #N

P S —

eatos |

Workflow Service (Heat Library initially]
OpenStack APls

Figure2: UNIF ¥dnd OpenStatfeatleft side. Heat in ti&lIF Yiew. Right sidéNIFYh the Heat view

Cloud Application #1
Cloud Application N
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23 ETSINFV

6izL]IbC+x106AE] RAKk]1fiI AlbAf ASFN]1zAFnjaAlzbzz1Ak]1adasCc
UAI Anjj ssFAn1 kYAaj] E]j aAtjsRAz1ii Al aARAGAOAREt 1 ARG g
information element, which is caedoby several selementsVirtual Network FunctionsNEy Physical

Network FunctionPNF} Virtual inks(VLs)interconnecting VNFs to PNFs and endpoints, and VNF Forwarding
Graphs (VNFFGs) describing the topology of the NS (either the cdoglateadref)itThe VNFFG in turn
contains Network Forwarding Paths that describe pajigie®.3 depicts the elements included in a Network
ServiceMonitoing and otheSERDevOps related functionality is scattered through the different information
elements in the ETSI NS. The UNIFY-sgarited NFFG explicitly targets this adding the option to define KPIs
and MEASURE controlled functionality in thelenznts.

Network Service

—— ——
VNF Physical Virtual Virtual

Forwarding Network Link Network
Graph Function Function [

Network
Forwarding
Path

Figure.3: Network Service as defined in ETSI NFV MANO

Monitoring and other DevOps related functionality is scattered through the different information elements in
ETSI NS. The UNdEiViceorientedNFFG explicitly targets this adding the option to defiaatKMEASURE
controlled functionality in the main elements.
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Table21 compares them to the UNIF¥FSFand below the main differences between both models are
summarized:

1 NS model in ETS3llyotargets service description, whereas both NFNfEYhodels alsoovers resource
descriptionThe UNIFY Virtualibarsed NFFG model represents deployment decisions to support the
requested services (described in Service Graphs).

1 Mapping of the sewielements to the infrastructure is explicit araligpeent in the UNIFY-RGE. The ETSI

model includes resource reservation for the overall NS and the reference of the Virtual Infrastructure Mana

that will manage each Virtual Link.

1 ETSI NFV diffetates between internal and external virtual links, whereas in the -BSIFYe Ndame

model covers both. Also the connectivity information is spread between different elements, with the VNI

defining traffic flows and the NFP defining padhitdesUNIFY NfFGmodelsall the connectivity and traffic
flow information is describedeitherthe Service Linker the Servieeentric model, or as forwarding
information associated with the Infrastructure Nodes in the VVinksdidenodel.

1 Theserviceoriented NH-G iUNIFY also considers the scenarios with hierarchical orchestration, supporting
progressive refinement of the resource requirements. ETSI NFV is more oriented to a single layer approact

resource requirements described at the lowelspieletail (CPU, PCle parameters, etc.).

1 Monitoring and other DevOps related functionality is scattered through the different information elements

the ETSI NS. The UNEtYiceorientedNFFG explicitly targets this adding the option to defiaeaKPls
MEASURE controlled functionality in the main elements.

11 Deliverable D3.2a 17.11.2015



uif

Table 1 Hements in the ETSI NFV MANO Network Service and comjpatiddf ¥erviceorientedV~FG

Element

Description

SCNFFG

VB-NFFG

Network Service
Descriptor (NSD

Deployment template for a NS referencing all othe
descriptors which describe components that are p:
that NS.

Service Graph

Virtualizer

VNF Forwarding

Deployment template which describes a topology

Service Links with

Forwarding
information in

Descriptor (VLD)

requirements that are needed for a link between V|
PNFs and endpoints of the NS.

Graph Descriptor NS or a portion of the NS, by referencing VNFs an| mapping to Infrastruct
nfrastructoe
(VNFFGD) and VLs that connect them. Also contains a NFP ¢ Infrastructure Links Nod
odes
) ) Resource
. ) Deployment template which describes the resourc{ Resource )
Virtual Link requirements for

requirements in the
Service Links

infrastructure (or

virtual) Links

VNF Descriptor
(VNFD)

Deployment template which describes a VNF in te
its deployment and operational behaviour requiren
Also contains connectivity, interface and KPls

requirements.

Network Functions (singiedel for all

types)

PNF Descriptor
(PNFD)

Describes the connectivity, Interface and KPIs
requirements of VLs to an attached PNF.

Network Functions (single model for all

types)

Service Links with

Forwarding

mapping to information in
Network Include policies (e.g., MAC forwarding rules, routin Infrastructure Links| Infrastructure
Forwarding Path| entries, etc.) and references to Connection Points | Flowrules assigned Nodes
(NFP) virtual ports, virtual NIC addresses, etc.) to Service Access

Points an&ervice

Links
12 Deliverable D3.2a 17.11.2015



3 ServicecentridNFFGmodel

3.1Main changes since D&ntl process overview

Based on the input from the prototypes, t&Ntefinition has been updated from the version described in [D3.1]
to provide a joint model capable of covering service description as Service Graph (SG), resource informat
Resource Graph (RG) and mgymbirequests to resources a$@FThis is showrFgure3.] where RGs are
represented in green at the figdmd side, SG in blue at the top and tR&Nihe different levels with both

green and blue elements (link mappings are not represented to improve readability).

The Service Graph (SG) defines the network functions composing the service and their logical connectivit
access points to the serviakthe Service Level Specification to meet the Service Level Agiestinoérthe

time, the SG will be coupled with an RG, excegeividtHeaye, where it igsed as an isolated elenastiiere

are no resources involved yet. It is composed by:

1 Network Functions (NFsite type afodes in the SG (same as in the previous version-6i@)e NF

9 Service Access Points (SARs)her type afodes in the SG that represent a reference point that defines the
attachment of the SG to other elements outgltke context of the service (corresponding to endpoints in the
previous version of the®@M 722 1 1 6 6 AOYnAk] 4a85nd6]1 UA1 D +a6]1 +30YARL
dLRf AFRAf do | Af az

9 Service Links (SLs): edges in the SG (not includa@woteversion of the NE).

The Resource Graph (RG) describes the (virtual) resources exposed from the bottom layers that will be us
deploy the requested services. It provides a homogeneous representation of the (virtualized) infrassructure, in t
of both capacities and capabilities, at the defined abstraction level (for additional detaijsémsegtonple,

in domains with hachical orchestration processes, the RG in the higher level orchestrators has a wider scope
abstracts away the finer grain details of the underlying resources, whereas the RG in the lower level orchest
has a fine grain detail of the resourt®somposed of the following elements:

1 Infrastructure Nodes (INsle type afiodes in the RG (corresponding to the Network Elements of the previous
version of the NIFG).

1 Endpoints (EPghother type ofodes in the RG that represent a referencthpbidfines the attachment of
the RG to other elements outside in the context of the infrastructure (not included in the previous version of
NFFG).

1 Infrastructure Links (ILs): edges in the RG (not included in the previous versiegpf the NF

13 Deliverale D3.2a 17.11.2015



Service Graph
Operations Manager

E

Service Graph

w

SG Orchestration:
SG -> NF-FG

b

o S ©

Resource Graph 0

3&(fr-a) =>4
3&(fr-b} => 6
5==86
7F=1

NF-FG 0
g 0&(Tag=B} == 4: untag
2&({Tag=A} => 4: untag d
|E&{‘ﬂ'-e} =>1: Tag=B |:g&=(;|':’=c} => 6: untag
3&{fr-b) == 1: Tag=C

Resource Graph 1

Fyure31 Example of Service Graph, Resource Graph and Network Function Forwarding Graph

The origin of the NF& is in the Service Layer, from a SG requested by the User Layer above and a RG provid
the Qchestration Layer below, where it will be deployed-FBeekiiends the information in the SG with the
assignment of its elements to the virtualized resources in the RG. The descriptieG o Hesét-on the two

main elements it is composed lf;wfollow a modular design aligned with the different process to be supported.
As a result, the operations to be performed on-f#@ &l-a result of each of those processesataarlipe

defined.
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The mapping between SG and RG elements is repuestsrted 'Resource Assignment' section of the SG
elements (both nodes and edges) with the following considerations:

1 NFs are mapped to Infrastructure Nodes. Several NFs can be mapped to the same Infrastructure Node if

enough capacity but each NF petato only one Infrastructure Node (N:1 mappiD§,2éee some
considerations about resiliency). If during the decomposition process a NF is replaced by a group of NFs, €
them would be mapped also to single Infrastructure Node (could be the aarar different nodes
depending on therdalNetwork Embeddiny NEprocess, but each resulting NF would be mapped to a single
Infrastructure Node). The NFs can also be mapped to running NF instances provided they can be shared &
differentNFFGs (i.e. a single running instance realizes a NF in diff€eshiTiNS=can be signalled either
referencing the related-R& and NF including the NF instance to be shared or referencing the identifier of th
running NF instance if provided bipter layeiThe configuration related to the NF to be shared that must be
included in the NIFG could vargpendingn the mechanisms offered by the NF to support the sharing (e.qg.
the NF could mandate that the traffic corresponding to daGhniNiSt ech and leave the NF through
different ports)

SAPs are mapped to one or multiple Endpoints. The mapping could be more straightforward and requi
lighter VNE process than for NFs or Service links, such as just picking one element from la list of ava
Endpoints or even just a direct assignment, such as selecting the Endpoint corresponding to the requesting
Nevertheless, the separation of the SAP and EP elements allows for a coherent and complete description
SG and RG and prevents chamgke infrastructure (e.g. adding one more endpoint) impacting the service
definitionFor examplet SARan beequested to bmapped to adivailablendpointssp the service can be
accessed by users connected to any ehdipothis scenario, #adition of a new endpaituld just be a

change in the infrastructure that would be handled by the RO (not having to modify the service to foll
infrastructure changes and vice versa). Also, depending on the scenario the SAP to EP mapping cou
impacted by the VNE process, for example if the infrastructure wheieGheilNife deployed on has several
possible Eoffering connection to thaernet(as a SAP example) the one selected must be reachable
(optimally) from the Infrastructure NodeskkeaM deployed in.

9 Service Links are mapped to an Infrastructure Node internal connection (if both ends of the Service Link

mapped to the same Infrastructure Node), a single Infrastructure Link or a sequence of them forming a p
Several Service kincan be mapped to the same Infrastructure Link if it has enough capacity (N:M mappin
thus sharing it.

Besides the resource requirements at the individual elements, we also consider the possibility to detail netwo
requirements for the service @odieployed related to its end to end behaviour or between specific subsections o
the service.

Deliverable D3.2a 17.11.2015
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Figure3.2 compares the SG to-NE mapping descrilied?2.2, based on the previous versionF@ N#th the
mapping according to the version described in this ddoutmem3.2 version, blue dashed arrows represent the
Service Links, black thick arrows the mapping of SG to RG elements andstiesl binek ttee mapping of
Service Links to paths in the RG.

2 4
NF1 NF3
@‘ )@W cl Xin) uum

Service Graph (SG)

Mapping Mapping {orchestration)
r 4 b
"4 b
0=>2 28({Tag=A} => 4 untag
3&{fr-a} == 4 3&{fr-a} == 1: Tag=B
| 3&ifr-b) ==6 3&{fr-b} == 1: Tag=C
™~ 5=>8 E
N - 0&{Tag=B) == 4: untag
0 0&{Tab=C} => 6: untag
c
b
L
=
NF-FG over 1-node RG NF-FG over 3-node RG
fr-b EP0/ 1 == node11/0
|:EPOE1—"ar:odeom [nodeﬁ:lznodeo |:nnde04'11f>EP1f1 nodel1f1='>\mde13r2
. | s
\ i / ‘\\
N ! -
3 e
(]
c
0
LL \
. ; C:
nodel3 /1 ==nodel12/0 |
1ate0 = noded |:node0=anode0 i
I A
[ nodel? =» node12 - |:node12f1 == EP1/1
NF-FG over 1-node RG MNF-FG over 3-node RG

Figure’3.2: Comparison with D2.2 Exemplary mapping of a-$GsqlNfire 6 in D2.2)

3.2 Support for UNIFY main components and features ilNthé€-G
Deliverable [D2.2] identified the main components of the UNIFY architecture, as well as its main features and
benefits. How the NG relates to each of them is detailed next:
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1

Virtualizers: the Resource Graph contains the exposed virtualizefl fievkaddA 6 Ynj aj fF8,U1 ] R
with the description of resource elements classified as nodes, links and endpoints. This structure also ease
translation of the NFG from the exposed RG to the underlying RG. In order to optimize tharmgerations
transmissions of the-IRE, the information of the RG could be substituted by a reference to the correspondin
RG or reduced to only the elements used in the mapping.

Service management and adaptation functions / Service decomposition: thef dedirtiernice Graph has

been aligned with the definition in th&®IEo a joint model covers both. The clear separation of the service
information in the NIFG supports an easier replacement of NFs sybngsaphduring the decomposition
process.

Resarce Orchestrator / Recursive orchestration: tR6& MBw contains an explicit mapping of the elements

of the Service Graph to the elements in the Resource Graph. Moreover, the modularity aktatedesource
information in the SG elements allows d#fegent levels of abstraction in hierarchical orchestration
scenarios, where the resource description and requirements can be refined through the different layers. In tl
scenarios, the RG exposed to the upper layer would be constructed byeithedRfasréte layers below.

The explicit declaration of SG, RG and their mapping FGlatidN¥s clearly identifying the scope for the re
orchestration based on the mapping already done by the layer above (and contaikes) iartthedNdion

between the RG exposed to the layer above and the RG received from the layer below.

Monitoring: the defined model considers the inclusion of KPIs in the SG that get transfeff&] anthe NF
MEASURE language annotations to support the DevOps processes with two different scopes: either relal
specific elements (NFs, SAPs or Sefted to the whole N6 or arbitrary points of it (in which case the
reference points must be specified in the definition of the KPI). The KPIs can be expressed as single values
of values or probability distributions. Examples of KPIs &tadihthen latency, Maximum jitter, Minimum
throughput, Maximum Packet loss, Link protection / Availability, either as strict restriction or probabil
distribution of type X (e.g. 95% max 10 ms). KPIs transferred RG thee NIBEed during the orchestrati
process as constraints on the mapping of tR& M¥-the substrate (discussed in section 4 of [D3.2]). The
MEASURE & annotations describe which monitoring functions are needed, how to configure them, and ht
to react on measurement results (MEAB&fRAitially described in [D4.1], with more details to follow in D4.2).
Additionally, the RG (either as a standalone element or containé&)npeoiBes the mechanism for the

lower layers to report resodrekated information to the upper layrts smpport performance queries as
described in secti8rl The description of the resources can also include the probability distributien of the KP
so they can be considered also in the embedding process. The difference between resources that mus
allocated and KPIs that must be measured can be considered as a matter of timescale (for the allocation pr
the resource availability must alsmdsesured, either at the request or periodically to update the availability
information).
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9 Control and data plane split design: the definition of a common resource model for all infrastructure no
allows for joint treatment of all NG elements, be thielated to the Control or Data plane.

CtOr reference point: the-RE details which NFs will make use of this interface and which port has to be use
for this purpose. The inclusion of the RG presented by the corresponding virtualE€ fortkiesRifvice

provides the grounds for requestingnsatfifications or new deployments based on the same RG. This
simplifies the scaling process as the entity responsible for the scaling decision is aware of the cur
configuration.

Scalable and resilientvemes: The approach defined for resource assignment allows for resiliency to be
provided by either the Resource Orchestrator or the Infrastructure layer (or next Orchestration Layer in cas
recursion).

(0]

Orchestratebased resiliency: the output of theslding process will determine both the primary
resources for deployment of the SG as well as a set of secondary resources. All of them will be detailed |
corresponding 'Resource Assignment' section. The Orchestration Lesspondilide for dimying the
monitoring (e.g. through the MEASURE language describechril YéBdgsting the switch to the
secondary resources in case of failure.

Infrastructurebased resiliency: the elements included in the Resource Graph offer resiliencyland the det:
are hidden from the Resource Orchestrator (e.g. a single link in the RG represent multiple different link
the Infrastructure Layer so if anyone of them fails, the Infrastructure Layers switches to a backup Ii
without this change being propagatedet Orchestration Layer). The Resource Orchestrator would select
those resources offering the capability and signal the layer below that such capacity must be used an
which extent.

Also, the model support the Resource Orchestrator mapping avisiadlinSénto several Infrastructure Links

(or paths) simultaneously to provide multipath links and offer more possibilities for the embedding. In such ca
must also define the flow space corresponding to each of the available paths which atitHeesactne time

(as opposed to resiliency where only a single link/path would be active).

Statistical multiplexing of different HES over shared resources can be handled either in or below an
Orchestration layer:

1 In the layer: In this scenario,ethbedding process in the Resource Orchestrator of layer N considers the

multiplexing gain to decide if a resource has enough capacity to de@oylaullRhe sum of all thé& 0§
mapped in layer N over the same RG would exceed the nomindl ttepeestuaces in the RG exposed by
layer N1.
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9 Below the layer: in this scenario, the Virtualizer in layer N considers the multiplexing gain to determine
capacity to be included in the RGs exposed to layer N+1. Thus, the sum of all the |Rf&s Bx¢jioabdve
would exceed the nominal capacity of the resources in the RG constructed in layer N.

3.3 Updated NH-G model

The updated Network Function Forwarding has been modelled in YANG and the detailed definition is includ
Annex 1 as well as an example in JSON which has been selected as interchange format. In order to b
consolidation between the current prototypes, to hide the logtdiévalfdhe NFG structure and to provide
isolation to possible future changes to ti&Nfructure, a UNIFYR®ibrary module providing a common set

of functionality for NFG parsing, interpretation and manipulation is being developed aodendid lve future

WP3 deliverables. For the communication between the different modules there are still different potential opti
being considered (REST, messaging based on ZeroMQ, protocol over TCP/IP). The final decision will be taker
with Tak 2.3 Integration of prototyping activities in WP2.

The main elements of the INE structure are coveretable3.1

Table’.1 Details of tieervicecentriaVi<FG

NFFG Header
+-- rw nffg
- W pafﬁ}gﬁeters NFFG headénformation. All management
I T m 'name,, information pertaining the-R6 entity would be
| + - rwversion included here
| + -- rwtenant?
| + -- rwtemplate?
| + -- rwconstraints , This section includes possible placement con
I N lrgsglfonnc,}’ ' affecting the whole NFG related, for example)
|+  —-rw privacy’?- privacy (so resources are not shared amdrg NG
isolation is guaranteed), geography, etc.
+-- rw monitoring . Monitoring parameters applying to the whekG
I * . rvi/_rr;\c,)vnlggrlmge_s:rams (endto-end) or arbitrargubsections of it (i.e., th
| + - rwKPI_value not applicable to single-allments) as, for examj
| +  -- rwscope Service availability, latency between SAPs or
| + - rwpriority? , two NFs not directly connected. Each KPI c{
|+ - wMEASURE: contain a priority to signal possible Orchestrator
layersbelow which KPI they should optimize i
embedding process (if possible).
SG Information
+-- 1w sg
| + -- rwnfs* Information of the NFs composing the service
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+- T + + + +

+ 4+ 4+

+
+ +

+

+ o+ o+ o+ o+

+++-———+-- -+ +

rw specification
-- rw deployment_type?
-- rwimage_uri?
-- rw vnf_type?
rw resources
-- rw requirements
-- rw compute
-- rw cpu?
-- rw memory?
-- rw capacity?
rw storage
-- rw hdd?
- rw networking
-- rw delay?
-- rw bandwidth?
-- rw programmability?
| + -- rwisolation?
- rw constraints
-- rw resiliency?
-- rw location?
-- rw privacy?
-- rw assignment*
- rwinf_id
-- rw inf_domain
-- rw nffg_id?
-- rw running_nf_id?
rw ports
-- Iw ports*
- rwid
-- Irw property*
rw nf_monitoring
-- rw monitoring_params*
-- rw KPI_desc
-- rw KPI_value
-- rw scope
-- rw priority?
-- rw MEASURE?
rw id
rw name?
rw functional_type

including:
9 Specifickon and deployment information.

1 Resource requirements and assignment
including assignment to running NFs for
sharing.

9 Ports for connectivity description.

1 Monitoring information for the NF as a sin
entity. As with the global KPIs, they can al
includea priority and scope (for example, t
specify the delay between two ports of the

-- rw saps*

++——— +

rw ports
-- Iw ports*
-- rw flow_rules
-- rw flowrules*

+ -- rw match
+ -- rw action

- rwid
-- rw property*
rw resources
-- rw requirements
-- rw compute
-- rw cpu?
-- r'w memory?
-- rw capacity?
-- rw storage
-- rw hdd?
-- rw networking

Information of the SAPs composing the servi
including:

1 Resource requirements and assignment.

9 Ports for connectivity description with
associated flow spacedescribed in D3.1.
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+ 4+ +

+ +

- rw delay?
- rw bandwidth?
-- rw programmability?
-- rw isolation?
-- rw constraints
-- rwresil iency?
-- rw location?

+ -- rw privacy?
-- rw assignment*
- rwep_id
+ -- rw inf_domain
+ -- rw ep_ports*
+-- rw ep_port

—

- rwid
-- rw name?

+ +-—
+

-- rw sls*
-- Iw resources

-- rw requirements
-- rw delay?
-- rw bandwidth?

-- rw assignment*
-- rw source
-- rw src_port
-- rw target
-- rw dst_port

rw flowclass?

-- rw source

-- rw src_port

-- rw target

-- rw dst_port

+—— +
+ +

+ 4+ + +

+ ++++———————— +
1
i

Information of the links connecting the NFs a
SAPs composing the service, including:

9 Connectivity description.

1 Resource requirements and assignment
considering resiliency. Monitoring informaj
for the link as a singldityn

1 Flow spaces for infrastructure supported t
steering.

RG Information

r'wrg

+-- rw infs*
| + -- rwresources
-- rw compute
-- rw cpu?
-- rw memory?
-- rw capacity?
-- rw storage
-- rw hdd?
-- rw networking
-- rw delay?
-- rw bandwidth?

+ o+ + +

+ + + +

-- rw isolation?

-- rw constraints
-- rw resiliency?
-- rw location?

+ -- rw privacy?

rw id

-- rw domain

-- rw name?

-- rw type

-- Iw ports*

+ - rwid

+ -- rw property*

+— " +— +—— +

+ +

+++++————
'
i

-- rw programmabilit

Information of the Infrastructure Nodes including
1 Resource description.
1 Ports foconnectivity description.

1 Monitoring information on the infrastructure
provided by the layer below.

y?
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I+-- rw eps* Information of the Endpoints including:
+ - Iwresources

| -- rw compute
-- rw cpu?
-- rw memory?
-- rw capacity?

- rvi/_s:a;?%%? 1 Monitoring information on the infrastructure

-- rw networking provided by the layer below.

-- rw delay?
-- rw bandwidth?
-- rw programmabilit y?
-- rw isolation?
-- rw constraints
+ -- rw resiliency?
+ -- rw location?
+ -- rw privacy?
rw id
-- rw domain?
-- rw name?
- rw type
-- rw ports*
- rwid
+ -- rw property*

1 Resource description.

+ + +

9 Ports for connectivity description.

———— +— +——— +
++ ++ o+

+++++—
'
i

+

+- rwils* Information of the Infrastructure Links including:
+-- rw resources

| + -- rwdelay?
| + -- rw bandwidth?

+-- I'w source . . . . .
W src_port 9 Monitoring information on the infrastructure

rw target provided by the layer below.
rw dst_port

1 Resource description.

+ 4+ +

3.4 Topology and resource model

The UNIFY approach of describing the topology and resources based on a Resource Graph allows an
integration of information, both for thedomwn processes (the explicit relation betweé&®s Mird RG makes

visible what sdce elements are deployed where) and the hgitdimformation of the status of the running
infrastructure). Moreover, two complementary approaches are supported for the reporting of instantanec
resource information:

1 Information related to the conwleesource view (e.g. as an updated input for the VNE process with current
resource availability) would be included in updates to the Resource Graph sent from the lower layers throug
primitives related to resource information defined in [D2.2].

1 Infomation related to the resources assigned to a spee@onelld be included in theFSHtself and be
sent through the primitives related to observability information defined in [D2.2].

Based on the layers of the UNIFY architecture we envisioartee@egih being subject to several aggregations
(composing of RGs of different domains into a single RG) and abstractions (creation of new RGs to be ex
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upwards hiding details from RGs received from below, Section 6.7.1 in D3.1 descrileedatvésdot alt
abstraction) as it progresses up the layers:

1 For scenarios without recursion (a single Orchestration layer) the Controller Adaptation would construct
aggregated Resource Graph based on the input of the different Infrastructure dgresest sand
homogenous view to the Resource Orchestrator hiding the details -afdimainteonnections, which will be
reintroduced when an-IRE must be split to be deployed in several domains. The Virtualizer in the Resourt
Orchestrator maps the ReseuGraph received from the Controller Adapter to the Resource View defined for
each consumer of its services (see D2.2, section 3.2.1 for muedesdif)creasing its abstractioride
the details of the infrastructure

9 For scenarios withcresion (multiple Orchestration layers), besides those considerations for scenarios withol
recursion, each Orchestration layer will aggregate the Resource Graphs of the different Orchestration I
below and further abstract the Resource Graph bpésiegk to the layer abdmehe topdown process,
the Orchestration Layer would add again the required functions and features (e.g. the interconnection betv
different domains).

This approach for resource abstraction allows for two differenfanedsiéency support, which could be
provided either in the upper layer (consumer of the Resource Graph) includingGnnilagpitig multiple

nodes (as primary and backups) or in the lower layer (provider of the Resource Graph) includingé in the res
abstraction provided (e.g. nodes representing a cluster of nodes, links representing several disjoint paths, big
abstraction for a network with multiple paths).

The resource model included in the Resource Graph is built around threaatiais,atxstnpute, networking

and storage, described in terms of capacities (which are finite and consumed by the requests) and capab
(which further characterize the resource and are not consumed by the requests). Examples of capacities ar
numbe of vCPUs an Infrastructure Node can handle or the bandwidth of an Infrastructure Link. Examples
capabilities are redundancy for a link, the delay matrix for a node abstracting a network or the presence
hardware accelerator for SSL. Supportrétwadta NFs, for example, is included in this model based on a capability
describing the type of VNFs the Infrastructure Node can handle (aligned with the NF Functional and Deploy
Types introduced in the previous version of-fR€)NFhis way, a UsaleNode would have the capability of
running different Deployment Types (VMs, containers, etc.) without a priori restrictions in the Functional T
whereas a Hardware NF would be restricted to a single Deployment Type (Physical NF) and the correspo
Functional Types. The elements in the Resource Graph are assigned to domains, which group all the ele
managed by the same entity from the perspective of the layer handliRG thied\tfetermine the splitting to be
performed by the CA. For exarfgoslen Orchestration Layer on top of three Universal Nodes, each of them woulc
constitute a different domain, as each of them would manage independently the padrGoit tha@sNé deploy.

As an opposite example, if an Orchestration Layer exgogldrttesel Orchestrator a RG with three nodes in it,
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